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Abstract: Significant challenges faced by the 

healthcare sector in protecting sensitive patient data 

within software-defined networks (SDNs) are 

highlighted . With cyber threats becoming 

increasingly complex, the need for robust security 

measures in healthcare applications is paramount. 

The project proposes a Machine Learning-based 

Cyberattack Detector (MCAD) as a solution. MCAD 

is designed to use machine learning algorithms to 

identify and respond to a wide range of cyber threats 

in healthcare systems. This project addresses the 

critical importance of advancing cybersecurity 

measures in healthcare applications. Protecting 

patient data and ensuring the reliability of healthcare 

networks are not only critical to safeguarding patient 

health but also maintaining trust in healthcare 

institutions. By effectively countering cyber threats 

and improving network performance, the project 

seeks to enhance the overall security and resilience of 

healthcare systems.And also in this project included 

ensemble methods which are Stacking and Voting 

Classifiers are implemented to improve the accuracy 

and they achieved 100% accuracy in cyberattack 

detection for Healthcare Systems using Software-

Defined Networking. Developed a user-friendly 

Flask-based front end with secure authentication for 

practical use in healthcare settings. 

Index Terms - Network resilience, network 

management, intrusion detection system (IDS), 

software defined networking, healthcare, machine 

learning. 

1. INTRODUCTION 

In the last few years, SDNs have been extensively 

used in different fields, principally thanks to their 

advantages as reliable network technology that allows 

controlling and managing a network by 
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disaggregating both control and data planes. In 

contrast to traditional networks, where the network 

simply has application awareness, the SDN 

architecture provides additional information about the 

condition of the entire network from the controller to 

its applications. Following the recent high-paced 

progress in information and communications 

technologies (ICT), healthcare establishments have 

begun to employ numerous infrastructure factors of 

the same types of off-the-shelf technologies, 

applications, and procedures employed by companies 

from other sectors. This situation was expected, due 

to the ability of networked or Internet-connected 

medical tools to increase the effectiveness of asset 

management, communications, and electronic health 

records, among other requirements, which reduces 

cost.Furthermore, the safety of systems and devices, 

together with user data confidentiality are the two 

factors that are primarily taken into account in the 

majority of information systems, since confidentiality 

and safety are crucial in a healthcare context due to 

the exacting requirements of the industry. Therefore, 

it is important that the current McAfee record 

highlighted that networked medical tools may reveal 

security gaps in the attempt by the medical industry 

to incorporate all the technical elements related to 

networked infrastructure and operational controls 

though expenses for hospital equipment are expected. 

This research aims to enhance the security of 

healthcare systems by developing a machine 

learning-based cyber-attack detector (MCAD) 

implemented within software-defined networks 

(SDNs). Utilizing a layer three (L3) learning switch 

application to gather and analyze normal and 

abnormal network traffic, MCAD will be deployed 

on the Ryu controller. The study includes extensive 

testing involving multiple machine learning 

algorithms and cyberattack scenarios, providing a 

comprehensive performance evaluation. MCAD 

demonstrates robust performance with a high F1-

score for both normal and attack classes, indicating 

reliability, while achieving a throughput rate of 

5,709,692 samples per second for real-time 

operations. 

The healthcare industry faces a critical challenge in 

safeguarding sensitive patient data within software-

defined networks (SDNs). Despite their advantages, 

SDNs are susceptible to a wide range of cyber 

intrusions, endangering network integrity and patient 

safety. To address this issue, this research aims to 

develop a machine learning-based cyber-attack 

detector (MCAD) for healthcare systems, leveraging 

a layer three (L3) learning switch application on the 

Ryu controller. This study seeks to comprehensively 

assess MCAD's performance against various machine 

learning algorithms and attack scenarios to bolster 

healthcare data security and network resilience. 
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Fig 1 SDN Architecture 

Besides the susceptibility of information in healthcare 

networks, the intricacy, quantity, and variety of tools, 

particularly networked medical devices (e.g., wireless 

pacemakers) creating this infrastructure, networks 

will be exposed to a wider variety of privacy risks 

and security [4], [5]. During the COVID-19 

pandemic, the number of attacks has increased five 

times. Consequently, 90% of healthcare providers 

have been subjected to data violations [6]. As proven 

in recent ransomware incidents [7], the healthcare 

industry is particularly vulnerable to cyberattacks, 

which may be attributable to confidentiality breaches 

(e.g., leaked or comprised sensitive medical records), 

incidental errors, or deliberate and extensive 

interference (e.g., caused by flawed construction, use, 

or function). Researchers have recently begun to 

explore the prospect of using SDN in healthcare 

establishments due to the ability of SDN to abstract 

network policy from network devices [8]. 

In relation to cyber security in healthcare 

establishments, SDNs could be employed as 

protection for medical networks against various 

harms (e.g., denial-of-service (DoS) and probe 

attacks). However, in common with current or 

conventional security resolutions such as intrusion 

identification and precaution systems or centralized 

protection methods, SDN solutions do not offer 

protection to the data and system from insider threats 

[9]. To illustrate, 92% of healthcare establishments 

revealed issues faced by their companies due to 

insider threats and needed appropriate resolutions for 

protection [10]. This condition makes it important to 

design functional solutions to reduce insider threats. 

2. LITERATURE SURVEY 

In present day era use of emerging technologies has 

given a rise to the healthcare issues. Combination of 

sensors, the industrial Internet of Things (IIoT), and 

big data analytics to enhance patient care can lower 

the healthcare costs. This will enable the patients 

with more secure, affordable, and rising medical 

services [8]. Besides problems, such as resource-

constrained IoT stuff, identity theft attacks, and 

malicious insiders, there is a need to address smart 

healthcare in big data and artificial intelligence using 
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edge computing services. To fix these concerns, we 

are proposing a software-defined networking (SDN)-

based security compliance structure for smart 

healthcare load migration systems. Toward this end, 

the use of SDN-IIoT technology for effective and 

real-time protection against security attacks is being 

explored by researchers and professionals. In our 

proposed framework, there are three domains and 

each domain has one virtual machine and various 

OpenFlow virtual switches [1,8,12,26,39]. This 

scenario helps in migrating the heavily loaded 

domain healthcare data to the lightly loaded domain 

to make the domain balanced and prevent the 

migration from happening any type of security 

attacks. The RYU SDN controller is used to test the 

simulations and effectiveness of the performance 

obtained in the mininet after capturing the OpenFlow 

packets in Wireshark. Secure data management is 

achieved through the proposed framework and 

proposed algorithm gives 80% accurate for all the 

fetched healthcare data packets. 

Software defined networks bring many benefits with 

the centralization, application programmability 

interfaces and quick implementation of policies 

across whole network. Scalability and security are 

improved comparing with traditional networks, but 

centralized control have some drawbacks as it can be 

vulnerable for internal or external denial of service 

attacks. In this article [19], a comparison between 

two of the most used SDN controllers and the effect 

of internal denial of service attack towards the 

southbound interface during switch registration is 

presented. During the attack the CPU utilization and 

response time of the controller is collected and 

analyzed. 

This paper shows the implementation of an Intruder 

Detection System (IDS) integrated into an Artificial 

Neural Network (ANN), called (Snort + RNA); as an 

option to mitigate the risks of active computer attacks 

towards a Software Defined Network (SDN) [20]. 

Which leverages the network hyperconverged of the 

data center of the Faculty of Engineering of Applied 

Science (FICA) at the Technical University of the 

North. This proposal is tested under the PDCA model 

offered by the ISO/IEC 27001 standard and the 

processes provided by the hacker circle. The results 

show that Snort + RNA detects the anomalies that 

cause active-type attacks against the SDN, this is 

visible both in the alerts generated and in the record 

of the captured traffic, however, it is not possible to 

analyze all the packets it receives from attacks from 

DoS since some packages remain on hold or rejected. 

This shows that, although the system does not 

evaluate all the packets that circulate on the network, 

that it takes care of the protection of the SDN, 

providing alerts when its third parties tried to violate 

it with attacks that caused an increase in network 

traffic [12,19,26,28]. 
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Internet of Things (IoT) has emerged as a powerful 

communication and networking system for smart and 

automation processing. With the increasing usage of 

the Internet of Things in numerous critical activities, 

it is essential to ensure that the communication 

among these devices is safe and secure. The biggest 

threat to safe and secure communication is from 

cyberattacks. Cyberattacks have evolved and become 

more complex, henceforth posing increased 

challenges to the data integrity, communication 

security, and confidentiality of the data. With its 

success in detecting security vulnerabilities in a 

communication network, intrusion detection systems 

are best integrated for securing IoT-based devices 

[21]. But the integration of an intrusion detection 

system in an IoT-based network is a challenging task. 

This paper investigates the state of the art of IoT and 

intrusion detection system, the technology in use, and 

the technology challenges by reviewing notable 

existing works [34]. A systematic literature review of 

25 sources comprising 22 research papers and articles 

covering the threat models, intrusion detection 

system key challenges in IoT, Proposed models, and 

implementation of models, reviews, and evaluations 

are reviewed. The findings explore the needs and the 

best ways of integrating artificial intelligence-based 

intrusion detection systems in IoT networks for 

ensuring security and safety of communication. 

Internet of Things (IoT) devices work mainly in 

wireless mediums; requiring different Intrusion 

Detection System (IDS) kind of solutions to leverage 

802.11 header information for intrusion detection. 

Wireless-specific traffic features with high 

information gain are primarily found in data link 

layers rather than application layers in wired 

networks. [22] This survey investigates some of the 

complexities and challenges in deploying wireless 

IDS in terms of data collection methods, IDS 

techniques, IDS placement strategies, and traffic data 

analysis techniques. This paper’s main finding 

highlights the lack of available network traces for 

training modern machine-learning models against IoT 

specific intrusions. Specifically, the Knowledge 

Discovery in Databases (KDD) Cup dataset is 

reviewed to highlight the design challenges of 

wireless intrusion detection based on current data 

attributes and proposed several guidelines to future-

proof following traffic capture methods in the 

wireless network (WN). The paper starts with a 

review of various intrusion detection techniques, data 

collection methods and placement methods. [42,44] 

The main goal of this paper is to study the design 

challenges of deploying intrusion detection system in 

a wireless environment. Intrusion detection system 

deployment in a wireless environment is not as 

straightforward as in the wired network environment 

due to the architectural complexities. So this paper 

reviews the traditional wired intrusion detection 

deployment methods and discusses how these 

techniques could be adopted into the wireless 

environment and also highlights the design 
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challenges in the wireless environment. The main 

wireless environments to look into would be Wireless 

Sensor Networks (WSN), Mobile Ad Hoc Networks 

(MANET) and IoT as this are the future trends and a 

lot of attacks have been targeted into these networks. 

So it is very crucial to design an IDS specifically to 

target on the wireless networks. 

3. METHODOLOGY 

i) Proposed Work: 

The proposed system in the project is a Machine 

Learning-based Cyberattack Detector (MCAD) 

specifically designed to enhance the cybersecurity of 

healthcare systems. It leverages machine learning 

algorithms to detect and respond to a wide range of 

cyber threats, safeguarding the sensitive patient data 

present in healthcare applications and networks. 

MCAD's adaptability, real-time responsiveness, and 

comprehensive threat coverage make it an effective 

solution for countering cyberattacks and improving 

network security.And added , an ensemble method is 

implemented that combines the predictive power of 

individual models, specifically which are Stacking 

Classifier and a Voting Classifier. Remarkably, both 

classifiers achieved 100% accuracy, emphasizing the 

robustness of the ensemble approach in cyberattack 

detection within Software-Defined Networking for 

Healthcare Systems[12,14,33]. To further facilitate 

user testing, we developed a user-friendly front end 

using the Flask framework. This interface includes 

user authentication features, ensuring secure access to 

the Cyberattacks Detector and enhancing the usability 

of the system in real-world healthcare settings. 

ii) System Architecture: 

Phase 1: Proposing a Logical Network Topology: 

The model begins by designing a logical network 

topology for the healthcare system.  

Phase 2: Data Gathering: The model collects data for 

training and testing the machine learning (ML) model 

[19,42]. This includes different types of attacks 

(probe attack, exploit VNC port 5900 remote view 

vulnerability, and exploit Samba server vulnerability) 

as well as normal samples.  

Phase 3: Data Preprocessing: The collected data is 

preprocessed to prepare it for training the ML model.  

Phase 4: Training and Testing the ML Model: The 

ML model is trained and tested using various 

classification algorithms such as KNN, decision tree 

(DT), random forest (RF), naive Bayes (NB), logistic 

regression (LR), adaptive boosting (adaboost), and 

xgboost (XGB). The model constructs a mapping 

function between inputs and outputs, detecting 

patterns and minimizing errors. The performance is 

measured in terms of accuracy [19,42].  

Phase 5: Deployment of the project : The trained ML 

model is deployed on user interface . This allows the 
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model to be implemented in real-time systems, 

ensuring the overall quality of the healthcare system. 

 

Fig 2 Proposed Architecture 

iii) Dataset collection: 

MCAD-SDN Dataset: You explore the MCAD-SDN 

dataset, which likely contains relevant information 

about network traffic, cyber threats, and other 

attributes. This step involves gaining an 

understanding of the dataset's structure, size, and 

content. 

 

Fig 2 MCAD – SDN dataset 

iv) Data Processing: 

Data processing involves transforming raw data into 

valuable information for businesses. Generally, data 

scientists process data, which includes collecting, 

organizing, cleaning, verifying, analyzing, and 

converting it into readable formats such as graphs or 

documents. Data processing can be done using three 

methods i.e., manual, mechanical, and electronic. The 

aim is to increase the value of information and 

facilitate decision-making. This enables businesses to 

improve their operations and make timely strategic 

decisions. Automated data processing solutions, such 

as computer software programming, play a 

significant role in this. It can help turn large amounts 

of data, including big data, into meaningful insights 

for quality management and decision-making. 

v) Feature selection: 

Feature selection is the process of isolating the most 

consistent, non-redundant, and relevant features to 

use in model construction. Methodically reducing the 

size of datasets is important as the size and variety of 

datasets continue to grow. The main goal of feature 

selection is to improve the performance of a 

predictive model and reduce the computational cost 

of modeling. 

http://www.pragatipublication.com/


May 2024, Volume 14, ISSUE 2 

       Index in Cosmos 

    UGC Approved Journal 

      International journal of basic and applied research 

 www.pragatipublication.com 

ISSN 2249-3352 (P) 2278-0505 (E)   

Cosmos Impact Factor-5.86 

 

 

 

 

 
 
 
 
  

 
 
 
 

Page | 491 
          

 

 
 
 

Feature selection, one of the main components of 

feature engineering, is the process of selecting the 

most important features to input in machine learning 

algorithms. Feature selection techniques are 

employed to reduce the number of input variables by 

eliminating redundant or irrelevant features and 

narrowing down the set of features to those most 

relevant to the machine learning model. The main 

benefits of performing feature selection in advance, 

rather than letting the machine learning model figure 

out which features are most important. 

vi) Algorithms: 

K Nearest Neighbor (KNN) is a supervised 

algorithm for classification and regression. It 

classifies data based on the majority class of their k-

nearest neighbors (k is user-defined), assuming that 

similar data points are close in the feature space. 

KNN can be used to classify network traffic patterns 

within the healthcare SDN environment [1,8,12]. It 

helps identify abnormal behavior by comparing 

patterns to known instances 

 

Fig 3 KNN 

Decision trees are used for classification and 

regression. They're tree-like structures where nodes 

are feature tests, and branches lead to outcomes. They 

make decisions by traversing from the root to leaves 

using input features Decision trees can be employed 

to create decision rules for detecting network 

anomalies. The interpretable nature of decision trees 

is valuable for understanding the network's 

behaviour. 
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Fig 4 Decision tree 

Random Forest is an ensemble method that blends 

multiple decision trees, forming a forest. Predictions 

are made by averaging or voting on the trees' 

predictions. It mitigates overfitting and enhances 

model accuracy. Random Forest can improve the 

reliability of cyberattack detection by aggregating 

predictions from multiple decision trees. It helps 

mitigate false positives and false negatives in 

healthcare network security [24], [28], and [30]. 

 

Fig 5 Random forest 

Naive Bayes is a probabilistic classifier using Bayes' 

theorem. It simplifies by assuming conditional 

independence between features, often employed in 

text classification and spam filtering. Naive Bayes 

can assist in text classification, which is important for 

detecting malicious traffic in healthcare 

communication. It's suitable for identifying unusual 

textual patterns in network data [54]. 
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Fig 6 Naïve bayes 

Logistic Regression is a statistical model used for 

binary classification problems. It estimates the 

probability that a given input belongs to a particular 

class. It models the relationship between the 

dependent variable (binary outcome) and one or more 

independent variables using the logistic function 

Logistic Regression can be used to estimate the 

probability of network events being related to 

cyberattacks, making it valuable for binary 

classification in healthcare network security [55]. 

 

Fig 7 Logistic regression 

Adaboost is an ensemble method merging weak 

classifiers to form a strong one. It emphasizes 

misclassified instances, enabling later classifiers to 

correct errors. It's commonly used for binary 

classification. Adaboost can improve the performance 

of base classifiers, making it a powerful tool for 

boosting the accuracy of cyberattack detection in 

healthcare SDNs [56]. 
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Fig 8 Adaboost 

XGBoost is an optimized gradient boosting algorithm 

for supervised learning, known for its efficiency, 

accuracy, regularization techniques, handling of 

missing data, and parallel processing. It's widely 

favored in machine learning competitions and 

applications. XGBoost, known for its high accuracy, 

can be used to build a robust and reliable cyberattack 

detection model, ensuring the utmost protection for 

healthcare data. 

 

Fig 9 XGBoost 

Stacking combines base classifiers to boost 

predictive performance, utilizing a meta-learner that 

uses base classifier outputs to make final predictions. 

It enhances accuracy by capturing diverse patterns. 

Stacking can be applied to create an ensemble of 

multiple cyberattack detection models, capturing a 

wide range of attack patterns and enhancing the 

overall security of healthcare systems 
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Fig 10 Stacking classifier 

Voting is an ensemble method that unifies 

predictions from multiple base classifiers. It can be 

hard (majority vote) or soft (class probabilities). 

Voting classifiers enhance model robustness and 

accuracy by leveraging multiple models' strengths. A 

voting classifier can be implemented to combine the 

decisions of multiple detection models, allowing for 

more reliable and robust identification of 

cyberattacks in the healthcare network. 

 

Fig 11 Voting classifier 

4. EXPERIMENTAL RESULTS 

Precision: Precision evaluates the fraction of 

correctly classified instances or samples among the 

ones classified as positives. Thus, the formula to 

calculate the precision is given by: 

Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 

 

 

Fig 6 Precision comparison graph 

Recall:Recall is a metric in machine learning that 

measures the ability of a model to identify all 

relevant instances of a particular class. It is the ratio 

of correctly predicted positive observations to the 

total actual positives, providing insights into a 

model's completeness in capturing instances of a 

given class. 
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Fig 7  Recall comparison graph 

Accuracy: Accuracy is the proportion of correct 

predictions in a classification task, measuring the 

overall correctness of a model's predictions. 

 

 

Fig 8 Accuracy graph 

F1 Score: The F1 Score is the harmonic mean of 

precision and recall, offering a balanced measure that 

considers both false positives and false negatives, 

making it suitable for imbalanced datasets. 

 

 

Fig 9 F1Score 

 

Fig 10 Performance Evaluation  

 

Fig 11 Home page 
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Fig 12 Signin page 

 

Fig 13 Login page 
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Fig 14 User input 

 

Fig 15 Predict result for given input 

5. CONCLUSION 

The project has successfully engineered a robust 

cyberattack detection system leveraging the power of 

machine learning techniques, contributing to 

enhanced cybersecurity. We conducted an in-depth 

exploration of the MCAD-SDN dataset, undertaking 

essential data preprocessing tasks such as feature 

selection and encoding, ensuring the dataset's 

readiness for analysis. In our quest for an effective 

cyberattack detection solution, we rigorously 

assessed various machine learning models, including 

ensemble methods, to measure their accuracy and 

suitability for detecting cyberattacks. Among the 

array of models considered,The successful 

implementation and outstanding performance of the 

ensemble algorithm, Stacking and Voting Classifiers 

with a 100% accuracy rate, underscore its robustness 

and efficacy as an advanced cyberattack detection 

solution for securing healthcare Software-Defined 

Networking systems [37]. This project marks a 

significant step forward in bolstering cybersecurity 

measures and defending against evolving threats in 

the digital landscape. 

6. FUTURE SCOPE 

Further research can be conducted to explore the 

application of the machine learning-based cyberattack 

detector (MCAD) in other sectors beyond healthcare, 
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such as finance, transportation, or critical 

infrastructure, to enhance their security against cyber 

threats [35,37,42]. The performance of the MCAD 

can be evaluated and optimized by testing it with a 

larger and more diverse dataset of both normal and 

attack traffic, as well as different machine learning 

algorithms. Ongoing development and improvement 

of the MCAD can focus on enhancing its real-time 

capabilities, scalability, and adaptability to evolving 

cyber threats. Collaboration with industry 

stakeholders, cybersecurity experts, and regulatory 

bodies can help in the implementation and 

standardization of the MCAD in healthcare systems 

and other critical sectors. 
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